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As a third of the world population has been in lockdown [1], nearly half a million people
have died of COVID-19 [2], and the world’s economies have nosedived, policy makers and
the public clamor for good news, or even just less uncertainty. Questions such as “Might
I be infected if I go to work?” or “Does wearing a mask help prevent the spread of the
disease?” are being asked. Answering these questions requires data! We need data on
the infectiousness of the disease, as well as the efficacy of interventions such as lockdowns,
distancing, and protective measures. Because the disease is novel, we do not know whether
scientifically collected data from previous pandemics are relevant. Both repurposing relevant
existing data collections, and the quick and effective design of new data collections are top
priorities for informed, high quality decision-making.

But, potentially relevant existing and currently growing data collections were not
initiated with the intent of fighting a pandemic. Some data were collected by private entities
for unrelated commercial applications, or by governments. Cell phone tracking, geo-located
electronic purchase transactions, and vehicle trajectories—all givens of modern life—have
suddenly became (potentially) relevant for diagnostics and policy planning, if appropriately
informed by research. Access to these data by parties other than those originally collecting
them has therefore become important, even critical.

This situation is the epitome of mission creep. Initially, the creeping seems to be in a
socially positive direction. However, the (further) concentration of information, and the
gathering of new information for the same good use, are vulnerable to future, unsavory,
mission creep, not just for the data but also for the new mechanics of their collection.
Among concerns are new operating systems for cell phones embraced in the fight against the
pandemic: the helpful technology that records your prolonged proximity for notification of
COVID-19 exposure gathers more about you than that. Whom you encounter also reveals
information about your social and political contacts, which can be used for non-health
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purposes, from marketing and advertising to identification. As one extreme example: Who
accompanied you, and whom did you meet, at the Black Lives Matter demonstration?

Balancing privacy (what to ask), confidentiality (what to keep and how to use it),
and the societal value given the issues (lives and livelihoods)—have become (almost) front
page news. About half of Americans (54%) think it is unacceptable for the government
to use cellphones for contact tracing, possibly because 60% don’t believe that it provides
utility1. Respondents were not asked if they objected to private companies tracking their
whereabouts—and yet numerous such companies have been doing so, and have recently
published COVID-19-related datasets [4, 5]. Should national state or local governments
publish much or little demographic detail on those infected [6]? What is to be done with
tracing apps now appearing as society starts to exit the lockdown [7, 8, 9, 10, 11, 12]? Will
governments use the data “for good” or for possibly nefarious purposes [13]?

Since its inception 11 years ago, this journal has been exploring the methods to protect
privacy and confidentiality, and the methods to assess the consequences thereof. When the
journal’s founders (including some of the current authors) set out to provide a forum for
the “many data users from all of the fields [that] perform analyses that are conditioned on
the privacy and confidentiality protections imposed on their work without all the means to
assess the consequences of those measures on the inferences they have made”[14], they knew
these topics warranted scrutiny, collaboration, and multi-disciplinary approaches. Privacy
concerns are not new [15, 16], but new paradigms, in particular differential privacy [17, 18],
have provided a more complete toolkit to conceptualize, reason about, discuss, and address
the issues. Even though technical details of the toolkit are not broadly accessible, that
discussion is now so much more relevant.

Progress has been made. Statistical agencies [19] and private companies [20, 21, 22, 23]
have started to implement strong privacy safeguards. It is thus encouraging to see new data
publications in the current crisis become rapidly available with such strong confidentiality
protections [24, 25].

However, while we have made big strides toward understanding privacy-preserving data
analytics, the same cannot be said for contact tracing via cell phone apps, a process that
has not yet undergone rigorous threat modeling. (Information obtained via contact tracing
through commercial mechanisms does not currently carry the same legal confidentiality
protections as that obtained by public health officials.) The lack of threat modeling flies in
the face of decades of experience and deeply ingrained best practices—in theory and in real
life!—in cryptography and privacy. While a crisp statement of the problem to be solved may
be easy, the contact tracing literature, which is mostly in the form of websites describing
proposed solutions and apps, lacks a clear description of the goals and resources of the
privacy adversary. We must take into account that the adversary may be government or
industry, keeping in mind that the former can buy data from the latter, or even an arbitrary
member of the population.

For example, exchanges of random ephemeral cell phone identifiers are described as “not
revealing geographic location”, but cellphones adversarially placed in fixed locations can,
ex post facto, reconstruct the movements of anyone using the app who receives a positive

1Pew Research Center [3]. The exact question is “Do you think it is acceptable or unacceptable for the
government to use people’s cellphones to track the location of people [...] who may have had contact with
someone who tested positive for the coronavirus.” The utility question was “If the government tracked
people’s location through their cellphone during the coronavirus outbreak, do you think this would [...] not
make much of a difference in limiting the spread.”
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diagnosis and follows the notification protocol. In part because, historically, analytical
approaches to privacy have not addressed harm, there is no recognition that a loss in
privacy is incurred by those who are made vulnerable, by their infected status, to hate
crimes [26]. Moreover, there is no analysis justifying concessions made on the privacy front
to accommodate utility and efficiency.

It is also important to frame the problem in a truly societal context. Tracing systems
that only address the needs of those who can afford cell phones, or that do not accompany
notice of exposure with the assistance needed to endure quarantine and to obtain treatment,
smack of technological imperialism and will be of low utility: If we forget that the apps
track devices, not people, we will fail to reckon with existential economic choices.

The confluence of the COVID-19 pandemic and broadening awareness of structural racism
and economic inequality worldwide appropriately engender deeper scrutiny of surveillance
writ large. Policing practices already carry their own privacy and confidentiality issues,
such as use of CCTV and facial recognition software that performs differently across racial
groups [27, 28, 29, 30, 31]. By the same token, contact-identifying apps, even when used
solely for the purposes for which they were designed, have an “us” versus “them” sensibility,
protecting the advantaged without benefiting, for instance those who must work outside the
home in order to eat.

These disparities in impact underscore the urgent need for real and equitable solutions:
increased access to affordable health care and testing, relief from jobs with high exposure,
and opportunities to move away from congested areas. The contrast with patchy surveillance
techniques exhibiting poorly understood privacy properties that exacerbate distrust could
not be sharper. Science needs to be both smart and wise in order to be of value to society,
and to resist political forces that seek to abrogate it. To this end, we solicit thoughtful
contributions on technology and its application in the fight against COVID-19, from across
the broad array of disciplines represented in the JPC stakeholder communities.
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