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ABSTRACT. We propose a generic mechanism to efficiently release differentially private
synthetic versions of high-dimensional datasets with high utility. The core technique in
our mechanism is the use of copulas, which are functions representing dependencies among
random variables with a multivariate distribution. Specifically, we use the Gaussian copula
to define dependencies of attributes in the input dataset, whose rows are modelled as
samples from an unknown multivariate distribution, and then sample synthetic records
through this copula. Despite the inherently numerical nature of Gaussian correlations we
construct a method that is applicable to both numerical and categorical attributes alike.
Our mechanism is efficient in that it only takes time proportional to the square of the
number of attributes in the dataset. We propose a differentially private way of constructing
the Gaussian copula without compromising computational efficiency. Through experiments
on three real-world datasets, we show that we can obtain highly accurate answers to the set
of all one-way marginal, and two-and three-way positive conjunction queries, with 99% of
the query answers having absolute (fractional) error rates between 0.01 to 3%. Furthermore,
for a majority of two-way and three-way queries, we outperform independent noise addition
through the well-known Laplace and Gaussian mechanisms. In terms of computational time
we demonstrate that our mechanism can output synthetic datasets in around 6 minutes 47
seconds on average with an input dataset of about 200 binary attributes and more than
32,000 rows, and about 2 hours 30 mins to execute a much larger dataset of about 700
binary attributes and more than 5 million rows. To further demonstrate scalability, we ran
the mechanism on larger (artificial) datasets with 1,000 and 2,000 binary attributes (and 5
million rows) obtaining synthetic outputs in approximately 6 and 19 hours, respectively.
These are highly feasible times for synthetic datasets, which are one-off releases.

Key words and phrases: differential privacy; synthetic data; high dimensional; copula.

J

CP; www.journalprivacyconfidentiality.org © H.J. Asghar, M. Ding, T. Rakotoarivelo, S. Mrabet, and D. Kaafar
DOI:10.29012/jpc.686 Creative Commons (CC BY-NC-ND 4.0)


https://www.journalprivacyconfidentiality.org
https://doi.org/10.29012/jpc.686
https://creativecommons.org/licenses/by-nc-nd/4.0/

	1. Introduction
	2. Background concepts
	2.1. Notations
	2.2. Dummy Coding
	2.3. Overview of Differential Privacy
	2.4. Overview of Copulas

	3. Proposed Mechanism
	3.1. Data Pre-processing
	3.2. Differentially Private Statistics
	3.3. Copula Construction
	3.4. Privacy of the Scheme

	4. Experimental Evaluation and Utility Analysis
	4.1. Query Class and Error Metrics
	4.2. Datasets and Parameters
	4.3. Artifacts of the Synthetic Dataset
	4.4. Experimental Analysis

	5. Comparison with DPCopula
	5.1. Categorical Attributes
	5.2. Small Domain Attributes.
	5.3. Correlation Matrix.
	5.4. Positive Definite Matrix.
	5.5. Experimental Comparison.

	6. Other Related Works
	7. Conclusion
	References
	Appendix A. Artificial Order Disrupts Pearson Correlation
	Appendix B. Proof of Lemma 1
	Appendix C. Pearson Correlation over Binary Attributes has High Global Sensitivity
	Appendix D. Computing Two Way Margins in O(m2 n) time

